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MISSING VALUES

‣ Delete data points with missing values. 

‣ Replace missing values (imputation) with default values (mean, median…). 

‣ Include missing values in the regression model, and learn from them.  
Data point with missing value may be a special case, a special kind of phenomena.  
(e.g., make 2 categories, for data points with or without for missing values) 
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LINEAR TO SIGMOID

https://www.youtube.com/watch?v=vN5cNN2-HWE

y =
1

1 + e−( ax+b )

y
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LINEAR TO SIGMOID

https://www.youtube.com/watch?v=vN5cNN2-HWE

ytrans =
1

1 + e−( ax+b )

y

y = ax + b

ytrans
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SIGMOID TO LINEAR

y ytrans

ytrans = log( y
1 − y )

ytrans
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…AND CATEGORICAL DATA ?

https://www.youtube.com/watch?v=vN5cNN2-HWE
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Highly imbalanced classes (more data point in one class) may yield bias.  
Large classes outweigh small classes (e.g., they “drag” the regression line towards them).  
In extreme cases, the small class is never predicted. 

➡ Change the threshold (not always handy).
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UNBALANCED DATA



Highly imbalanced classes (more data point in one class) may yield bias.  
Large classes outweigh small classes (e.g., they “drag” the regression line towards them).  
In extreme cases, the small class is never predicted. 

➡ Change the threshold (not always handy). 

➡ Do upsampling (will fit the default 0.5 threshold).
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UNBALANCED DATA



Highly imbalanced classes (more data point in one class) may yield bias.  
Large classes outweigh small classes (e.g., they “drag” the regression line towards them).  
In extreme cases, the small class is never predicted. 

➡ Change the threshold (not always handy). 

➡ Do upsampling (will fit the default 0.5 threshold). 
Use in extreme cases.  
Use downsampling if you really have large data. 

        Be careful with multiclass: upsample differently for each class-specific model.  
        The one-vs-all approach means that the positive class (label 1) may be smaller  
        than all other classes put together.
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UNBALANCED DATA



Explanatory variables (predictors) may not have linear relationship  
with the category to predict.  

➡ Transform the data (not always handy or possible).
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NONLINEAR PATTERNS



Explanatory variables (predictors) may not have linear relationship  
with the category to predict.  

➡ Transform the data (not always handy or possible). 

➡ Embed polynomial formula into logistic regression (although unusual).
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NONLINEAR PATTERNS

y =
1

1 + e−( a1x+a2x2+b )



Explanatory variables (predictors) may not have linear relationship  
with the category to predict.  

➡ Transform the data (not always handy or possible). 

➡ Embed polynomial formula into logistic regression (although unusual). 
Be careful, do not fit too complex polynomials.
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NONLINEAR PATTERNS

y =
1

1 + e−( a1x+a2x2+b )
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R CODE

https://www.youtube.com/watch?v=q1RD5ECsSB0  
https://www.youtube.com/watch?v=eTZ4VUZHzxw

https://www.youtube.com/watch?v=q1RD5ECsSB0
https://www.youtube.com/watch?v=eTZ4VUZHzxw
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Variables with different magnitude (range of values) yield bias,  
and make fitted parameters & residuals incomparable. 
Variables of higher magnitudes outweigh those of lower magnitudes. 
(e.g., they “drag” the regression boundary towards them) 
➡ Do normalisation. 

MORE VARIABLES, WHAT CAN HAPPEN?
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MORE VARIABLES, WHAT CAN HAPPEN?

Be careful as more variables can yield more noise and overfitting. 

➡ Do feature selection (select the variables to use as predictors). 

Be careful with variables that are correlated with each other (collinearity). 

➡ Quick check of correlations. 

➡ Inspect models fitted with or without a candidate variable, to differentiate 
confounders & collinear variables. 

➡ Keep only one of the collinear variables. 

➡ Keep the confounders.
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CHECK CORRELATIONS

https://cran.r-project.org/web/packages/corrplot/vignettes/corrplot-intro.html

https://cran.r-project.org/web/packages/corrplot/vignettes/corrplot-intro.html
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CHECK DISTRIBUTIONS
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CHECK IMPACT ON MODEL

https://www.youtube.com/watch?v=Nwdp3wVxEBM

beta-1 is the slope  

SE is the Standard Error 
of the slope 

(to make confidence intervals)

https://www.youtube.com/watch?v=Nwdp3wVxEBM
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